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Many important problems in cell biology require the consideration of dense nonlinear interactions
between functional modules. The requirement of computer simulation for the understanding of cel-
ccepted 25 April 2009

eywords:
egulatory networks
ogical modelling

lular processes is now widely accepted, and a variety of modelling frameworks have been designed to
meet this need. Here, we present a novel public release of the Gene Interaction Network simulation suite
(GINsim), a software designed for the qualitative modelling and analysis of regulatory networks. The main
functionalities of GINsim are illustrated through the analysis of a logical model for the core network con-
trolling the fission yeast cell cycle. The last public release of GINsim (version 2.3), as well as development
versions, can be downloaded from the dedicated website (http://gin.univ-mrs.fr/GINsim/), which further

along

ynamical simulation
omputational systems biology includes a model library,

. Introduction

Discrete (logical) formal methods provide a suitable frame-
ork to integrate heterogeneous molecular data into rigorous
ynamical models, which can be used as a basis for the devel-
pment of more quantitative models (e.g. using differential or
tochastic equations). During the last decade, logical modelling
as been applied to various types of biological regulatory systems,

ncluding flower morphogenesis (Mendoza et al., 1999), Drosophila
mbryonic development (González et al., 2008; Sánchez et al.,
008; Chaves et al., 2005), cell cycle control (Fauré et al., 2006;
ahin et al., 2009; Irons, 2009; Abou-Jaoudé et al., 2009), immune
esponses (Stark et al., 2007 and references therein), in particu-
ar T lymphocyte activation and differentiation (Mendoza, 2006;
aez-Rodriguez et al., 2007).

In brief, the logical approach considered here involves the delin-
ation of:

the crucial regulatory components and their different ranges of
activity;
the main interactions and associated activity ranges;
the logical rules directing the activity of each network compo-

nent, depending on incoming interactions;
the relevant time constraints underlying specific dynamical
behaviours.

∗ Corresponding authors.
E-mail addresses: thieffryg@tagc.univ-mrs.fr (D. Thieffry),

haouiyag@igc.gulbenkian.pt (C. Chaouiya).

303-2647/$ – see front matter © 2009 Elsevier Ireland Ltd. All rights reserved.
oi:10.1016/j.biosystems.2009.04.008
with detailed tutorial and user manual.
© 2009 Elsevier Ireland Ltd. All rights reserved.

The dynamics of such models are naturally described by state
transition graphs. Further details on this logical formalism can be
found in Thomas et al. (1995) and Chaouiya et al. (2003). Although
generally considered sound and well adapted to the qualitative
modelling of complex biological regulatory networks, this approach
is still scarcely used by biologists because of the lack of accessible
and efficient computational tools. The development of the Gene
Interaction Network simulation suite (GINsim) aims at filling this
gap by providing a user-friendly logical modelling software, based
on the intuitive notion of regulatory graph.

GINsim encompasses three main components:

• a graphical user interface;
• a simulation core (construction of state transition graphs);
• a graph analysis toolbox.

Developed in Java, GINsim is based on public graph libraries,
JGraph and JGraphT, and is designed in a modular way to ease exten-
sions and collaborative developments. A previous paper presented
an earlier version of the software (González et al., 2006). Since then,
GINsim has considerably evolved and this software application note
aims at describing the most notable characteristics of the new pub-
lic release, GINsim 2.3. For a more detailed presentation, we refer
to the tutorial or to the user manual, both available along with the
current stable and development versions of GINsim.
2. Logical Model Definition

The GINsim main window comprises the usual file management,
edition and visualisation tools. Clickable icons and menus provide

http://www.sciencedirect.com/science/journal/03032647
http://www.elsevier.com/locate/biosystems
http://gin.univ-mrs.fr/GINsim/
mailto:thieffryg@tagc.univ-mrs.fr
mailto:chaouiyag@igc.gulbenkian.pt
dx.doi.org/10.1016/j.biosystems.2009.04.008
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friendly access to the functionalities enabling the definition of
regulatory graph (node and arrow drawing, cutting and pasting,

tc.). Part of these functionalities is similar to those of most simple
rawing tools. For each node of a regulatory graph, the user specifies
he range of discrete activity levels (the associated variable takes its
alues in this range) and the logical parameters (defining the target
evels of activity related to sets of incoming interactions). By default,
ogical parameters and variables are considered Booleans, but can
e progressively refined by the modeller as his understanding of the

ogical formalism and of the properties of the model under develop-
ent increases. Logical parameters are easily defined by selecting

nteractions and associating them with discrete values. For each
nteraction, an interval specifies the range of values for which this
nteraction is operating (by default, the interval is set to the whole
ange of activity of the source node, except zero). Graphical settings
f nodes and interactions can be modified. GINsim also provides
eans to store textual information supporting a given model, either
t the level of the whole regulatory graph, or at the level of each of
ts elements (nodes or interactions).

Models are stored in a specific XML file format, GINML, but can
lso be exported into various formats, including PNG (image), SVG,

ig. 1. Main GINsim window displaying the regulatory graph for the fission yeast cell-cyc
he parameters attached to the selected node (Cdc2 13): maximal level (here 2), basal valu
enter), i.e. target values for combinations of incoming interactions (those which are not
97 (2009) 134–139 135

Graphviz and BioLayout (graphs), as well as Cytoscape (xgmml)
formats. Thanks to the many plugins available for Cytoscape (e.g.
BiNoM, which handles CellDesigner, BioPAX and SBML formats
(Zinovyev et al., 2008)), regulatory and state transition graphs
defined with GINsim can now be converted into virtually any rele-
vant format, thereby enabling the combination of various software
tools with complementary functionalities. Finally, this novel pub-
lic release encompasses the export of logical models towards Petri
nets, following the procedure described by Chaouiya et al. (2008).

Fig. 1 shows an example of a regulatory graph corresponding to
the core oscillator controlling the fission yeast cell cycle, derived
from the Boolean model published by Davidich and Bornholdt
(2008). The two Boolean components representing the different
levels of activity of Cdc2/Cdc13 have been replaced by a unique
ternary component. In addition, the loops originally placed on Start,
SK, PP, and Slp1 nodes have been removed, as they do not rep-
the behaviours of these components have been reformulated to fit
Thomas’ framework (Thomas et al., 1995; Chaouiya et al., 2003)(for
a complete listing of these rules, see the corresponding entry in the
model repository).

le control as derived from Davidich and Bornholdt (2008). The lower panel shows
e (0), five incoming interactions (bottom right), and the logical parameters (bottom

listed lead, by default, to value 0).
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ig. 2. GINsim windows showing a State Transition Graph (STG, cf. right panel) resul
ecreases of Start, SK, Slp1 and PP). A path can be interactively selected in the STG a

. Simulation and Analysis

On the basis of the definition of a regulatory graph and of
he associated logical parameters, GINsim computes the temporal
volution of the system, which is represented in terms of a State
ransition Graph (STG). In this graph, each node represents a state
giving the discrete level of each regulatory component), and arrows
epresent spontaneous transitions (see the sample of simulation
esults provided in Fig. 2).

Briefly, performing a simulation implies:

the definition of a single initial state, or set of initial states,
through the specification of initial value(s) for each variable;
the selection of an updating assumption: the classical syn-
chronous or asynchronous modes, or yet mixed modes, relying
on the definition of priority classes (Fauré et al., 2006);
the selection of perturbations (mutant conditions), defined as the
blocking of the values of a (set of) variable(s) within a restricted
interval (e.g. the definition of a gene knockdown amounts to block
its level to zero);
optionally, the specification of a maximal depth or graph size, or
yet of a graph construction strategy (depth or breadth first).

It is possible to define a series of simulation settings (ini-
ial conditions, perturbations, updating policies) and store them
ogether with the model. More precisely, GINsim creates a com-
ressed archive containing both the model and the simulation

ettings.

Once a STG has been computed, the user can select a relevant
rajectory and export it into a gnuplot file that enables the gener-
tion of time plots. Moreover, graph tools are available to analyse
nd inspect STGs (cf. Fig. 3).
om a simulation of the model of Fig. 1 using priority classes (lower priorities for the
active nodes of the model are coloured according to the selected state (left panel).

Since logical models and simulations rely on graph definitions
implemented using standard Java graph libraries, existing graph
analysis libraries or original algorithms can be easily integrated in
GINsim, taking advantage of its modular architecture. In this respect,
the current release encompasses tools to:

• identify stable states (terminal nodes in the STG), which can be
displayed in a separated panel;

• compute the strongly connected components of regulatory
graphs or of STGs, which can then be displayed and further anal-
ysed;

• search paths (shortest path between user-defined states);
• visualise state transitions interactively, either within a STG or on

the underlying regulatory graph; an automatic colouring of nodes
and arrows facilitates stepwise explorations of network dynam-
ics, as well as their recording and further automatic display.

The computation, let-alone the visualisation, of STGs is often
intractable, as their sizes grow exponentially with the number of
model components. In this respect, GINsim 2.3 enables an effi-
cient computation of all stable states, without constructing the STG
(Naldi et al., 2007).

The application of this method to the model presented in Fig. 1
leads to the identification of a single stable state, corresponding
to the G1 state found by Davidich and Bornholdt, with only Ste9,
Rum1 and Wee1/Mick1 activated. This means that the other 11 spu-
rious stable states obtained by these authors have been eliminated.

Using a synchronous updating, sustained activation of Start leads
to SK activation and then to inhibition of Ste9 and Rum1, launching
a sequence of state transitions matching that defined by Davidich
and Bornholdt, as well as available kinetic data (see Model Docu-
mentation for more details about the configuration of the logical
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ig. 3. Graph of the Strongly Connected Components (SCCs) of a STG obtained in th
lso present (the initial state considered in Fig. 2 is greyed out). This graph provides
raphs, attractors (stable states or complex attractors) appear as terminal nodes. He
n the lower panel). The additional initial state leads to the same attractor, through

imulation). If the Start component is permanently activated, the
odel gives rise to sustained oscillations.

At this point, the logical approach further enables a systematic
nalysis of the dynamical roles of the regulatory circuits embedded
n the network, depending on the values of input nodes (Thomas et
l., 1995). GINsim 2.3 implements algorithms enabling the decom-
osition of complex regulatory networks into elementary circuits,
s well as the analysis of their functionality contexts (see Naldi et
l., 2007 for details on the method).

Turning back to the model presented in Fig. 1, these algorithms
ead to the identification of nine regulatory circuits. As shown in
ig. 4, the feedback circuit analysis emphasizes the dynamical roles
f four of these circuits (each involving two components):

a negative circuit: Cdc2 13/Slp1;
three positive circuits: Cdc2 13/Rum1, Cdc2 13/Ste9, and
Cdc2 13/Cdc25.

From a dynamical point of view, the negative circuit enables the

eneration of oscillations, whereas the positive circuits may con-
ribute to amplify them and to ensure irreversibility of transitions
etween cell phases.

In GINsim, for each circuit, the analysis of its functionality fur-
her computes its sign together with the constraints on the values
e conditions used for Fig. 2 but considering an additional initial state where Slp1 is
re compact representation of the complex dynamics by hiding oscillations. In such
57 states STG of Fig. 2 has a single complex attractor encompassing 56 states (listed
transient states.

of the components acting on this circuit that enable the corre-
sponding dynamical property. For example, the negative circuit is
functional only in the absence of both Ste9 and Rum1. In other
words, in the presence of one of these factors, the system can-
not exhibit sustained oscillations. This would be the case, for
example, in a mutant with constitutive activity of one of these
factors.

Finally, GINsim 2.3 provides straightforward means to simu-
late various kinds of mutants or perturbations and to check their
dynamical effects. For example, Fig. 5 illustrates the definition of
a mutant with constitutive Ste9 activity. For initial conditions with
both Start and Ste9 blocked at value 1, the STG is devoid of any cycle.
The simulation of a mutant with constitutive Rum1 activity leads
to a similar result.

4. Discussion and Prospects

GINsim provides an intuitive and versatile environment to define
qualitative models for biological regulatory networks and to probe

their dynamical properties. In summary, the new release presented
here provides improved user interfaces and performances for both
model definition and analyses. It implements new exports facili-
ties, a simulation mode using priority classes and the possibility
to store simulation parameters as well as mutant specifications
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ig. 4. The circuit functionality tool enables the search of all elementary circuits
unctionality contexts of the corresponding circuits are then computed, enabling the
f Fig. 1 identified 9 circuits, among which 4 are found functional (cf. right panel), t

long with a model. Original algorithms have been implemented to
dentify all potential stable states and to analyse regulatory circuit

unctionality.

As the use of the logical modelling spreads into the systems biol-
gy community, various softwares become available, e.g. DDLab
Wuensche, 1998), CellNetAnalyzer (Klamt et al., 2007), SQUAD

ig. 5. GINsim enables the definition of simple or multiple perturbations (mutants) alon
eft. The left part of the dialog box lists the defined perturbations, while the right part e

indow on the left shows the STG obtained with this perturbation, all other parameters (
ing some criteria (length, components, cf. dialog box on the left) in a model. The
fication of circuits as positive and negative. The application of this tool to the model
ctionality context of the selected circuit is displayed at the bottom.

(Cara et al., 2007), ChemChains (Helikar et al., 2008), BooleanNet
(Albert et al., 2008). In this context, the main assets of GINsim are the

support of multilevel modelling and of various updating schemes
(synchronous and asynchronous modes, as well as mixed or inter-
mediate modes) and, above all, an original and powerful regulatory
circuit analysis tool.

g with a model. Such perturbations are defined using the dialog box shown on the
nables the edition of the selected one, here a constitutive expression of Ste9. The
updating, initial state) being the same as in Fig. 2.



stems

R
m
H
w
t
i
t

r
d
l

•
•
•
•
•

•

•

e
m
M
f
p
d
o

A

o
r
S
O

R

A

247–276.
A. Naldi et al. / BioSy

Unlike DDLab (Wuensche, 1998), GINsim does not handle
andom Boolean Networks, but rather parametrised multi-level
odels, generally analysed under an asynchronous updating.
ence, statistics on the attractors and their bassins of attraction
ould rely on distinct data in our context. To quantify the trajec-

ories leading to given attractors, we are currently considering the
mplementation of a compact, hierarchical, representation of state
ransition graphs, which should greatly ease such analyses.

It is worth noting that GINsim is constantly updated as new
equirements emerge and novel algorithms are defined. Current
evelopments mainly aim at easing the definition and analysis of

arger models, including:

a parser to support more compact logical rules;
model composition tools;
model reduction by “hiding” components;
automation of graph comparison and merging;
additional import and export facilities, to enable model exchanges
with tools such as Gene Network Analyser (GNA) (de Jong et al.,
2003), model checkers (NuMSV), or yet logical and constraints
programming environments;
compact representation of the dynamics, enabling to identify
parts of the phase space leading to each attractors;
scripting facilities allowing to define and launch series of simula-
tions.

The issue of model export is particularly relevant for the mod-
ller willing to apply the logical framework as an initial step to build
ore quantitative models. However, the reference Systems Biology
odelling Language (SBML) does not yet offer a straightforward

ormat to encode qualitative models. To solve this problem, we are
resently engaged in an international collaborative effort aiming at
efining an extension dedicated to qualitative models in the context
f the development of SBML Level 3.
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